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Abstract

In current network-on-chip (NOC) studies and in practical applications, the mesh structure is the most widely used and deeply
researched structure. However, the hypercube structure is more symmetrical and regular than the mesh or torus structures. This paper
compares the network characteristics of these three direct topologies and proposes a method to compress the hypercube into a plane
structure. This structure, which has the multidimensional property based on the hypercube, is called the multidimensional plane
(MDP) NOC. The compression process is divided into two steps: the transformation of router denotations and the connection of chan-
nels. Then, SystemC is used to implement the MDP NOC and it is compared with the mesh and torus NOCs in terms of four aspects of
performance, including average latency time, normalization throughput, energy consumption and area cost.
� 2008 National Natural Science Foundation of China and Chinese Academy of Sciences. Published by Elsevier Limited and Science in
China Press. All rights reserved.
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1. Introduction

Bus structures cannot meet the requirements for higher
integration and greater intellectual property (IP) re-use
on a single chip with increasing complexity [1,2]. Net-
work-on-chip (NOC) has been introduced to address the
communication bottleneck posed by the bus structure [3].
In NOC technology, each IP is connected to its own router,
and the routers form a communication network-on-chip
[4]. Fig. 1 shows the structure of a mesh NOC [5], which
is the most widely used structure in NOC applications
due to its simple structure and convenient implementation.
In the previous NOC studies, the mesh structure was often
discussed, despite the fact that torus [6] and hypercube
topologies are more regular and symmetrical than the mesh
topology. This is because the many loop links existing in
these structures make the implementation of the NOC

structure more difficult and complex. For instance, the
famous NOC, NOSTRUM [7,8], which was designed by
KTH (Royal Institute of Technology Stockholm, Sweden),
is still based on a 2D-mesh structure.

However, the mesh NOC is not a high performance
NOC when compared with the other NOCs, and it requires
three different types of routers, which are vertex routers,
boundary routers and center routers. As Fig. 1 shows, there
are four vertex routers, eight boundary routers and four
center routers. This means that three different router struc-
tures should be designed for a single mesh NOC. With
increasing IP numbers and NOC scale, the diameter of
the mesh NOC quickly increases. As a result, the packets
will, on average, take more hops to reach their destination.
The equation for the average latency time [9] is

latency ¼ hopave � cyclerouter ð1Þ

where cyclerouter is the cycle taken for the packet to get
through the router and is mostly determined by the router
structure. If the cyclerouter value is the same in different
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NOC structures, the latency is completely dominated by
the network average hops (the wire delay is ignored). Since
the latency is expected to be as small as possible in NOC
design, we can only reduce the latency by decreasing the
average hops when the router structure has been deter-
mined. The other two direct topologies, the torus and the
hypercube, have fewer average hops than the mesh. The
network properties of mesh, torus and hypercube are com-
pared in Table 1, and the hypercube has the shortest diam-
eter. According to Eq. (1), the hypercube number of
average hops is also the smallest among the three topolo-
gies. Therefore, NOC based on the hypercube structure
has higher network performance.

Since the hypercube is the three-dimensional structure, it
should be compressed into a plane structure to adapt to the
current NOC applications. With the extension of NOC
scale, the dimensions of the hypercube will be larger than
three. We should then compress the n-dimensional (n > 3)
structure into a plane and the corresponding NOC is the
multidimensional plane (MDP) NOC.

Taking 4 � 4 (16 IPs) NOC as an example, the network
properties of router degree, channel and diameter are the
same in the torus and the hypercube. This means that the
three-dimensional hypercube structure can be directly
compressed into a plane torus structure. Fig. 2 shows the
compression method. If the two surfaces of the bottom
cube are interchanged and the hypercube is laid out along
with the axis (the dashed line in Fig. 2), the three-dimen-
sional hypercube will be changed into a planar torus. How-
ever, as Table 1 shows, there are many differences in
structures between the hypercube and the torus with
increasing IP number. In the paper, we discuss in detail

the method to compress the hypercube structure into the
MDP NOC.

This paper is composed of four parts. Section 2 intro-
duces the details of the method that is used to derive the
MDP NOC structures. Through simulation on SystemC,
a comparison of the results is given in Section 3 for the per-
formance of the three different NOCs, including average
latency time, normalization throughput, power consump-
tion and area cost. Finally, Section 4 draws conclusions
from the work in this paper.

2. Compression of MDP NOC

2.1. Transformation of router denotations

Whatever the direct NOC topologies are, their routers
can be denoted by some rules when the number of the
NOC routers has been determined. According to their posi-
tions in the NOC, one of the simplest rules is to denote the
routers in terms of the order from small to large. For
instance, the routers of 4 � 4 NOC can be recorded as
matrix A, where the numbers represent the denotations of
the routers and the relative positions of the numbers corre-
spond to the actual positions of the routers in the practical
structures.
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From the previous analysis, if matrix A is changed into
matrix E, the hypercube is compressed into an MDP struc-
ture. Assuming that the transformation matrix is U, then
E = U�A�U.

When the number of routers increases, their denotations
and positions can be gained by a similar method of matrix
transformation. For the NOC with 8 � 8 = 64 IPs, the ori-
ginal number of its routers can be recoded as matrix B.
After the transformation, we get the new denotation
matrix, which is recorded as B0.

Fig. 1. Mesh topology for NOC.

Table 1
Network properties.

Topology

Properties 16 (IPs) 64 (IPs) N = 2n (IPs)

M T H M T H M T H

Degree 2–4 4 4 2–4 4 6 2–4 4 n

Channel 24 32 32 112 128 192 2(N � N0.5) 2N n * 2n�1

Diameter 6 4 4 14 8 6 2(N0.5 � 1) N 0.5 n

Average hops 2.67 2.13 2.13 5.33 4.06 3.04 2(N0.5)/3 N1.5/2(N � 1) nN/2(N � 1)
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Since the MDP NOC is based on the hypercube struc-
ture, the new router denotation must satisfy rule 1 below
and this rule should also be obeyed by the transformation
of router denotations.

Rule 1. Any node in B0 has a node address of an n-bit
binary number, and has n adjacent nodes, whose node
addresses are a Hamming distance of 1 apart from that
of the center node.

The detailed steps of the matrix transformation are
shown as below:

Step 1. According to the original decimal denotations,
use the corresponding binary number to represent every
router in matrix B. Such as, 0 is replaced by 000000 and
55 is replaced by 110111.
Step 2. Matrix B is divided into several submatrices.
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Step 3. Transform matrix B.

Define Rij as the row transformation matrix and define
Cij as the column transformation matrix:

R
ð4�4Þ
ij ¼

0 � � � 0

0 1 0

0 � � � 0

0

B

@

1

C

A

C
ð8�8Þ
ij ¼

0 0

0 I ð4�4Þ

� �

In Rij, 0 < i,j < 5. In this matrix, only one element is ‘‘1”

(the position is in row i, column j), and the other elements
are all ‘‘0”. Rij is used to left multiply matrix B1 or B2.

In Cij, 0 < i,j < 3, and I is the four-order unit matrix and
its position is in row i, column j of the partitioned matrix.
Cij is used to right multiply matrix B1 or B2.

For example (Rij�B1�Cij) represents taking the last four
columns of the second row from B1 and putting them to
the first four columns of the fourth row in B01. That is,
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So, the transforming formula from B1 to B01 is

B01 ¼ R11 � B1 � C11 þ R21 � B1 � C21 þ R32 � B1 � C11 þ R42

� B1 � C21 þ R13 � B1 � C12 þ R23 � B1 � C22 þ R34 � B1

� C12 þ R44 � B1 � C22
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In the similar way, B2 can be transformed to B02, then

B0 ¼
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B02

� �
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Step 4. Adjust the internal router denotations of
B01L;B

0
1R;B

0
2L;B

0
2R, and obtain the denotation matrix H

of the MDP NOC.

H ¼
U � B01L �U U � B01R �U
U � B02L �U U � B02R �U

� �

¼
U 0

0 U

� �

� B0 �
U 0

0 U

� �

¼ U2 � B0 �U2

From the above-mentioned analysis, it can be noticed
that the MDP structure based on the hypercube also has
the characteristics that are mentioned below.

Hn (n-dimension MDP NOC) can be composed as a
product graph of SHm and SHn�m (n > m), where SH is
the subpart of Hn with fewer than n dimensions. This
means that Hn can be laid out as a square matrix of nodes
with 2m nodes in every row and 2(n�m) nodes in every col-
umn, and Hn includes a general torus network with 2m by
2(n�m) nodes as a spanning subgraph in it.

Fig. 2. Hypercube to torus conversion.
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2.2. Connection of channels

After the denotation transformation, the channels
between the routers must be connected in order to get the
full structures of the MDP NOC. Since the MDP NOC is
changed from the hypercube structure and its routing algo-
rithm is similar to that of the hypercube, the connection of
communication channels should satisfy some rules. Firstly,
we give some definitions.

Definition 1. H0 is a single standalone node graph with no
edge. H1 is an undirected graph with two nodes (these are
H0 graphs) connected to each other by an edge; node
addresses (0)2 and (1)2 are assigned to these nodes. This
means that H1 can be considered to be composed by 2 H0.

Definition 2. Hi (n P i > 1) is an undirected graph con-
structed by using two Hi�1 graphs, whose node addresses
are (0,ai�1,ai�2, . . . ,a1)2 and (1,ai�1,ai�2, . . . ,a1)2. If two
nodes addresses are the same from ai�1 to a1, they will be
recoded as a pair and connected by channels.

According to H1 and H0, we can get the structure of an
arbitrary Hi (the number of routers is 2i). Therefore, in the
2n routers MDP NOC, the connection of channels will sat-
isfy the two rules mentioned below.

Rule 2. The channel is undirected and there is only one
different bit between the denotations of the two con-
nected routers.
Rule 3. The number of the channels connecting to each
router is the same, n. That is, all the degrees of the rou-
ters are the same n in the 2n MDP NOC.

After the denotations transformation and connection of
channels, the MDP NOC structure is built and Fig. 3
shows the structure of 8 � 8 MDP NOC. The six different
directions (dimensions) are represented by n0 � n5. Accord-
ing to the above-mentioned research, we can easily con-
struct the arbitrary MDP NOC structure, where the
number of the routers is 2n.

In addition, there are some long channels in the MDP
NOC. At a physical level, this may introduce different link
delays, so we split the channels into the same lengths by
inserting repeaters [10]. In our study, the extra repeaters
are ignored during the research of the routing algorithm
because they hardly affect the routing characteristics.

2.3. Routing algorithm

In 2n IPs MDP NOC, each router connects the other n

routers and its degree is n. This is different from the mesh

Fig. 3. 8 � 8 (64) IPs MDP NOC.
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(Tours) NOC, in which the degree of the router is 2–4 (4),
and there are only two dimensions, X and Y, corresponding
to four directions X�, X+, Y�, Y+. Since the MDP NOC
has more dimensions, all the channels are divided into
more directions. From Fig. 4, it can be noticed that the
channels are divided into six different directions, and each
direction corresponds to one bit of the router denotation.
Therefore, the routing algorithm of the binary hypercube
can be directly used in the MDP NOC. The pseudo code
is shown below.

for(i = 0, i < n � 1, i++)
{
if desti – currenti

then route packet in i direction;

}
end;

This routing algorithm is determined and deadlock free.
On this basis, we use SystemC to implement the MDP
NOC structure. Then, we give the simulation results and
compare the performance of MDP NOC with the mesh
NOC and the torus NOC.

3. Performance simulation and analysis

In NOC applications, there are four major guidelines for
NOC performance. They are average latency time, normal-
ization throughput, energy (power) consumption and area
cost. The average latency time can also be considered as the
average end-to-end delay, which is the average time
between a packet entering and leaving the network. The
normalization throughput is the ratio of successfully trans-
mitted data to injected data. The energy consumption is an
important performance measure of the NOC because it is a
limitation of chip manufacture. Generally speaking, the
energy linearly increases with the increase in the data injec-
tion rate. However, when the data injection is beyond the
normal load of the NOC, the energy does not increase fur-
ther, and instead actually decreases. In this paper, the total
energy consumption is composed of three parts. They are
crossbar, arbiter and buffer energy, where the wire energy
consumption is also ignored as being the same as the wire
delay. In our simulation, we use the BE mode [11] because
the normalization throughput is close to 1 in the GT mode.

The arriving mode of the packets satisfies the Poisson dis-
tribution. As shown below, the injection rate, average
latency, normalization throughput and energy consump-
tion are defined in Eqs. (2)–(5), respectively.

Injection rate ¼ numberinjection packets � L
cyclesimulation � numberrouter

ð2Þ

Latency ¼ sumlatency

numberreceived packets

ð3Þ

Throughput ¼ numberreceived packets

numberinjection packets

ð4Þ

Etotal ¼ Ecrossbar þ Earbiter þ Ebuffer ð5Þ

In Eq. (2), the L is the number of flits in a packet.
We use SystemC to implement the NOC structures,

including MDP, torus and mesh, which use the routing
algorithms of the binary hypercube [12], TXY and XY
[13,14], respectively. In NOC applications, the smallest
data unit is not a packet but a flit, and several flits compose
a packet. The head of the packet contains the routing infor-
mation, which includes the routing direction, output port
or the source and destination addresses. We use routing
information bits (RIBs) to store the address information.
The packet frame is shown in Fig. 4. The first bit represents
the end of packet (eop) and the second bit represents begin-
ning of packet (bop). The statistical information can be
stored in the data part of the tail. Some of the sensitive
parameters can be recorded in real time during the process
of packet transmission. This ensures the availability and
authenticity of the statistical results.

In the evaluation of latency, the focus is the saturation
point. When the latency reaches twice the minimum delay,
this point is considered as being the saturation point of
latency and the data injection rate of this point is the satu-
ration injection rate. Before the saturation point, the
latency maintains a trend of slow increase. If the injection
rate goes beyond the limit of saturation injection rate, the
delay will rise dramatically. This means that the NOC
reaches the block state and cannot work in the course of
nature. Therefore, when the saturation point arrives later,
the latency performance of the NOC is better.

Fig. 5 shows the latency in these three different NOCs.
From this figure, it can be noticed that the MDP NOC is
shown to have the best latency performance among the

Fig. 4. Form of the data packet.

Fig. 5. Average latency time.
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three structures. This is in accordance with the above-men-
tioned analysis. In the mesh NOC, the saturation point of
latency is located at an injection rate of 0.17. In the torus
and MDP NOCs, the saturation points are located at about
0.26 and 0.41, respectively. This means that the saturation
injection rate of latency in the MDP NOC is the highest
and it can maintain normal running when serious collisions
have already happened in the other two NOCs. Therefore,
the MDP NOC can afford the highest loads of the three
NOCs.

Fig. 6 shows the simulation results of normalization
throughput in the three different NOCs. Similar to latency,
the saturation point of throughput is defined as the point
where the throughput performance drops by half. Accord-
ing to Eq. (4), the theoretical maximum value of normali-
zation throughput is 1. However, the practical
throughput is a value less than 1 because the number of
data packets entering is always more than that of packets
leaving during a period of time. Therefore, the average
value of throughput under low injection rate can be
regarded as the maximum normalization throughput. For
example, the maximum throughput of traffic 1 is around
98.5% in the mesh NOC and the saturation injection rate
is 0.17. The rest may be deduced by analogy. From
Fig. 8, it can be noticed that the saturation points of
throughput are almost the same as those of latency. There-
fore, the MDP NOC still has the highest throughput per-
formance among the three NOCs.

We integrate energy evaluation tools called Orion [15] in
our SystemC tools to simulate the energy of the NOC.

Fig. 7 shows the energy consumption of the MDP NOC.
The energy includes the three parts as shown by Eq. (5).
From this figure, the arbiter consumes the least energy of
the three parts of the router. With increasing injection rate,
the energy consumption will maintain the linear increase
until the saturation point arrives. After the saturation
point, the energy will present a nonlinear change because
the collision induces many blocked packets in the network.
The remaining packets cannot enter or leave the NOC and
can only be stored in the current routers. This means that
the actual number of switching packets has declined.
Therefore, the change in the trend of energy curves is irreg-
ular. Since it is meaningless to discuss the situation after
the saturation point for NOC applications, we focus only
on the linear parts of these energy curves.

Fig. 8 shows the curves of the total energy consumption
in MDP, torus and mesh NOCs. For the same injection
rate, the MDP has the lowest and the mesh has the highest
energy consumption. This indicates that the MDP NOC is
adapted to the higher integration chip. From this figure, it
can be noticed that the MDP NOC can afford heavier loads
in larger scale NOC applications, because the linear part of
the MDP curve is longer than for the other two structures.

Fig. 9 shows the area cost of the three NOC structures
(8 � 8 routers). In the evaluation of the area, the Orion
tool ignores the area cost of the wires, and only the areas
of the buffer, crossbar and arbiter are taken into account.
From this figure, it can be noticed that the MDP NOC
has the maximum area, because the router of the MDP
NOC is the most complex one of the three NOCs. There-

Fig. 6. Normalization throughput.

Fig. 8. Energy consumption in three NOCs.

Fig. 7. Energy consumption in MDP NOC.

Fig. 9. Area of different NOCs.
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fore, the MDP NOC has higher performance but pays the
price of greater area cost.

From these simulation results, it is apparent that the
MDP NOC has advantages for NOC applications. How-
ever, there are still some disadvantages of the MDP
NOC. First, the MDP NOC is more complex than the
mesh and torus NOCs, so its implementation is more diffi-
cult. From current research, the mesh NOC is the most
widely researched and used structure in NOC applications
because of its relatively simple structure and convenient
implementation. Secondly, there are many more communi-
cation channels in the MDP NOC. Since our research
focuses on the structure and implementation of the MDP
NOC, we ignore the effects of the wires in this paper.
Thirdly, the MDP NOC is limited by the number of the
routers and can only be used with the 2n routers NOC
structure at present. This is the same as the hypercube
structure. The MDP NOC is more suitable for a large scale
NOC because of its high performance. In future work, we
expect to introduce the effects of the wires into our studies.

4. Conclusion

This paper proposes a MDP NOC structure based on
the hypercube structure. Through the denotations transfor-
mation of the NOC routers, the multidimensional hyper-
cube structure is compressed into a plane. We use matrix
transformation to implement the router realignment in
8 � 8 NOC. According to this method, we can easily
deduce the transformation of the 2n routers NOC. After
the channel connection between the routers, the full struc-
ture of the MDP NOC is constructed. Then, we use Sys-
temC and the Orion tool to evaluate the four major
aspects of the NOC performance, including average latency
time, normalization throughput, energy consumption, and
area cost. The simulation results show that the MDP NOC
has obvious advantages for the first three performance
aspects. However, it also required the greatest area of the
three structures in 0.18 lm technology.
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